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Figure 1: Illustration of two types of entities. Mentions
in contexts are in bold, key information in entities is
highlighted in color. The information in the first type
of entities is relatively consistent and can be matched
with a corresponding mention. In contrast, the second
type of entities contains diverse and sparsely distributed
information, can match with divergent mentions.
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3. £3x&I8

-

B =/7ETHHREKB (Wikipedia) BIE#ES: AIDA, MSNBCFIWNED-CWEB

B —/zero-shotiRTEHIELEUEEZESHEL
Method | R@1 R@2 R@4 R@8 R@16 R@32 R@50 R@64
BM25 - - : - - - - 69.26
BLINK (Wu et al., 2020) - - - - - - - 8206
Partalidou et al. (2022) - - - - - - 84.28 -
BLINK* 4559 57.55 66.10 7247 7765 81.69 8431 8556
SOM (Zhang and Stratos, 2021) - - - - - - - 89.62
MuVER (Ma et al., 2021) 4349 58.56 68.78 7587 8133 8586 8835 89.52
Agarwal et al. (2022) 5031 61.04 68.34 7426 7840 8202 - 8511
GER (Wu et al., 2023) 4286 - 6648 73.00 7811 8215 8441 8565
MVD (ours) | 5251 6477 7343 79.74 8435 88.17 9043 9155

Table 1: Recall@ K(R@K) on the test set of ZESHEL, which is the average of 5 runs with different random seeds.
Best results are shown in bold and the results unavailable are left blank. * is reproduced by (Ma et al., 2021) that
expands context length to 512.

Method AIDA-b MSNBC WNED-CWEB

etho R@]10 R@30 R@l100 | R@l0 R@30 R@l100 | R@l0 R@30 R@I100
BLINK 9238 9487 96.63 | 93.03 9546 96776 | 82.23 86.09  88.68
MuVER 9453 95.25 98.11 | 9502 96.62 97.75 | 79.31 83.94  88.15
MVD (ours) | 97.05 98.15 9880 | 96.74 97.71 98.04 | 85.01 88.18 9111

Table 2: Recall@K(R@K) on the test set of Wikipedia datasets, best results are shown in bold. Underline notes for

the results we reproduce.
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3. §ENEIE . iHMH

B MVDHRIRRIERY (view-alignment/cross-alignment/self-alignment)

Model | R@1 R@64
MVD | 51.69 89.78

- w/o multi-view cross-encoder | 50.85 89.24
- w/o relevant-view alignment | 51.02  89.55

- w/o self-alignment 51.21 8943
- w/o cross-alignment 50.82 88.71
- w/o all components ‘ 51.40 84.16

Table 3: Ablation for fine-grained components in MVD
on test set of ZESHEL. Results on Wikipedia-based
datasets are similar and omitted here due to limited
space.

m MVDHEY)

ZME (joint training/hard negative sampling)

Method | R@1 R@64

MVD 51.69 89.78
- w/o dynamic distillation | 51.11  88.50
- w/o dynamic negatives | 48.80 88.43

- w/o all strategies | 4736 87.24

Table 5: Ablation for training strategics on test sct of
ZESHEL.
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B MVDXEIRHITEBEEIANERFEERERRRISEN (global-view/local-view)
n ETHEHNENEREME, BTSRRI FIRIBLINK
n ETANENETAE, #ITERRERTFEIAIMUVER

Method View Type | R@1 R@64
BLINK global 46.04 87.46
MuVER global 36.90 80.65
MVD global 47.11 87.04
BLINK local 37.20 86.38
MuVER local 41.99 89.25
MVD local 51.27 90.25
MVD global+local | 52.51 91.55

Table 4: Comparison for representing entities from
multi-grained views on test set of ZESHEL. Results
of BLINK and MuVER are reproduced by us.
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4. Rebuttal

-

® Soundness: FAREBAGRE/E, SCEMRSGENE, HEEENE

U
B Excitement: FARERASEENGEZEEHTA
B Score: 4/3.5 ( ), 4/3.5 ( ), 3/3 (borderline)
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4. Rebuttal: Reasons to accept

B FEE)IIZREZE (novel framework)
B SOTARYSCIRZEER (strong experimental results)
B oL ARIEMERYES L (applicability to other tasks)
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4. Rebuttal: Reasons to reject

h

B W1 I TL{ERIEETEL (incremental contribution, excitement)
B Al: fBBEFEA1AAfBaselinefIX 5] (Motivation/Method)

B W2: sLIGAEFED (more extensive analysis, soundness)
B A2 BUHE T, BXEoLERARER, BHTHIBRGIATIAEZE~

B W3: SCIRERAEMW, BRI REBFHHIREE (reproducibility may be
improved, soundness ) , ReviewertgH YU TAYBJRRA:

Questions for the Author(s)

(A) Is the "global-view" entity representation affected by the MVD training approach, or is it
obtained after initial (warm up) training of the dual-encoder and then frozen?

(B) How are the "top-N candidates" (line 354) retrieved specifically? what values of N (and K)
were considered in the experiments?

(C) Tables 1 and 4 report MVD R@1=52.51 and R@64=91.55, whereas Tables 3 and 5 report

MVD R@1=51.69 and R@64=89.78. Why are these numbers different? Is this related to the
inclusion/exclusion of the global view?

B A3: XiRE5ERA/NEIRNERERIE

19



4. Rebuttal: Answer to W2

more extensive analysis of downstream EL performance.

Answer2: In Section 5.1, we examined the impact of MVD on downstream EL performance from two
perspectives: the quality of candidates generated by different retrievers and the number of candidates
used in inference. These experiments were conducted under the unnormalized setting, where the gold
entity may not be included in the candidates generateb by the retriever. To further evaluate EL
performance, we also conducted experiments under the normalized setting, where the gold entity is
among the candidates retrieved by BM25. However, due to space constraints and our primary focus on
entity retrieval, as well as the more common unnormalized setting, we have excluded this section.

20



4. Rebuttal: Answer to W3

Why Tables 1 and 4 report different R@1/64 from Tables 3 and 5?

Answer C: The difference in the R@1/64 metrics is due to that we exclude both the (1) global-view and
(2) random sampling negatives components in the setting of Tables 3 and 5. This exclusion is essential for
conducting fair ablation studies and clearly evaluating the contributions of each fine-grained

components in the MVD training framework. Specifically, the exclusion/replacement of the two
components are for the following reasonsH

e Excluded the coarse-grained global-view to evaluate the capability of transferring knowledge of
multiple fine-grained views.

e Utilized Top-K dynamic hard negatives without random sampling to mitigate the effects of
randomness on training.

Model | R@1 R@64 Method View Type | R@1 R@64
MVD ‘ 51.69 '.3%3 BLINK global 46.04 87.46

Sy MuVER global 36.90 80.65
- w/o multi-view cross-encoder | 50.85 89.24

: i MVD global 47.11 87.04
- w/o relevant-view alignment | 51.02  89.55

- w/o self-alignment 51.21 8943 NK local 3720 86.38
- w/o cross-alignment 50.82  88.71 Mu local 41.99  89.25

MVD lo 51.27 90.25
- w/o all components | 51.40 84.16

MVD  global+local | 5231~ 91.55

Table 3: Ablation for fine-grained components in MVD

on test set of ZESHEL. Results on Wikipedia-based Table 4: Comparison for representing entities from
datasets are similar and omitted here due to limited multi-grained views on test set of ZESHEL. Results
space. of BLINK and MuVER are reproduced by us.
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4. Post Rebuttal

h

B W1 I TL{ERIEETEL (incremental contribution, excitement)
B Update: /FEEREFTITICT XS, BEMEREAERREINZEGSTU
AE, (BEFRNZCAIEEERFET T HIA

B W2: sLIGAMEFED (more extensive analysis, soundness)
m Update:

B W3: SCIRERAEMW, BRI REBHHIREE (reproducibility may be
improved, soundness ) :
m Update:

B Post-rebuttal: | thank the authors for their informative response, w
hich provides some clarifications w.r.t. the questions and concerns
expressed in my original review. Overall, | confirm the evaluation sc
ores in my original review

22



4. Meta Review

h_na

B There was unanimous agreement among the reviewers that the
MVD framework is novel and convincingly demonstrated state-
of-the-art performance on multiple benchmarks, making the
work quite sound.

B Only one reason to reject persisted after the rebuttal period: a
concern about the incrementality of the improvement w/r/t past
work (MuVER), which the reviewer found to be foundationally
quite similar to the MVD approach, which they acknowledged
MVD improved on.

® The reviewers found the paper moderately exciting.
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